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Abstract

We show that the dispersal routes reconstruction problem can be stated as an instance of a graph theoretical problem known as the minimum cost arborescence problem, for which there exist efficient algorithms. Furthermore, we derive some theoretical results, in a simplified setting, on the possible optimal values that can be obtained for this problem. With this, we place the dispersal routes reconstruction problem on solid theoretical grounds, establishing it as a tractable problem that also lends itself to formal mathematical and computational analysis. Finally, we present an insightful example of how this framework can be applied to real data. We propose that our computational method can be used to define the most parsimonious dispersal (or invasion) scenarios, which can then be tested using complementary methods such as genetic analysis.
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1. Introduction

Consider the problem of reconstructing the dispersal routes of a given species based on historical data of the first occurrences in various locations. This problem is commonplace, for instance, in the reconstruction of dispersal routes by invasive exotic species [20, 10, 1, 11]. Traditionally, the spatial expansion of exotic species is investigated using a sequence of maps representing the distribution of herbarium records at different time periods (e.g. [20]). However, this graphical approach does not allow for a quantitative understanding of the dispersal process. Consequently, quantitative studies of dispersal have mostly been performed by using analytical models of dispersal of individuals in a population according to random-walk and diffusion processes (see e.g. [29, 13]). In other words, these models concentrate on “mechanistic” bottom-up instead of “empirical” top-down approaches.

The first versions of these models were already realized during the first half of the 20th century [15, 28]. More recently, different approaches based on spatial
statistics [5, 2] or on the use of genetic data (see [18] for an overview) have been proposed. However, these techniques often rely on overly simplistic assumptions (such as a constant invasion velocity), are unsuitable for small sample sizes, or do not allow for testing multiple invasion scenarios against each other. Here, we propose a versatile method to reconstruct dispersal routes, using actual observed historical data (e.g., herbarium records), that overcomes most of the above shortcomings, has a firm theoretical foundation, and can easily incorporate various additional model assumptions and features.

The dispersal routes reconstruction problem can generally be formulated as follows. Given a number of geographic locations with \((X,Y)\) (or lat\&long) coordinates, and for each location a “first occurrence time” \(t\) (when the particular species of interest was first observed in that location), reconstruct possible dispersal routes such that the total sum of the distances of the dispersal events is minimized and there is a unique dispersal path from the earliest occupied location to each later occupied location. In other words, for each location where the species has been observed, choose a candidate “seed” location (i.e., a location that was already occupied at least as early as the current one) from where the species could have dispersed to the current location, in such a way that the total length of the dispersal routes is as small as possible and each location has exactly one “seed” location.

As we will show, this problem can be viewed as an instance of a graph theoretical problem known as the minimum cost arborescence (MCA) problem, for which there exist polynomial-time algorithms. In this paper, we prove formally that the dispersal routes reconstruction problem can indeed be converted to and solved efficiently as an instance of the MCA problem. We also show that if the first occurrence times \(t_i\) are all unique (i.e., no two first occurrence times are the same), the dispersal routes reconstruction problem reduces to the minimum cost spanning tree problem for which a simple and efficient “greedy” algorithm suffices. Next, we derive some additional theoretical results, in particular analytical expressions (in a spatially restricted setting) for the minimum, average, and maximum possible values of the total length of optimally reconstructed dispersal routes. These theoretical results are then verified with corresponding empirical results that are obtained from performing computer simulations of (random) instances of this restricted problem version. Finally, we present an example of how the theoretical framework and analysis can be applied to real data from an invasive plant species, and can generate insightful results.

Our method clearly is an “empirical” one (i.e., it fits observed historical data without defining specific mechanisms), as opposed to the “mechanistic” methods mentioned earlier. In that sense, it is very similar in spirit to for example phylogenetic tree reconstruction [25, 14]. In phylogenetics, a parsimony assumption is used to reconstruct a phylogenetic tree that is most likely to have generated the observed data. However, it is generally not sufficient, or even desirable, to generate just one tree. In fact, different model assumption can be incorporated (such as varying mutation rates, or a given number of fixed sites) so that different scenarios (i.e., trees) can be reconstructed, which can then be further tested with additional methods (using, e.g., fossil data). Or, uncertainty
in the data is taken into account by adding a stochastic component so that a statistical analysis (such as bootstrap) can be performed on an ensemble of reconstructed trees. We will show here that our proposed dispersal routes reconstruction method allows for all of this as well, thus making it a versatile and theoretically sound method.

This paper is organized as follows. The next section reviews some basic graph theory and describes the minimum cost arborescence problem. Section 3 then formally states the dispersal routes reconstruction problem as an instance of the minimum cost arborescence problem, and also shows that when all first occurrence times are unique, it reduces to the minimum cost spanning tree problem. In section 4, some theoretical expressions are derived for the possible optimal total lengths of the reconstructed dispersal routes in a spatially restricted version of the problem. These results are then compared to empirical results obtained from computer simulations. Next, section 5 present an insightful example with real data. Finally, section 6 summarizes the main conclusions, and discusses the relevance of our work in a more general context.

2. The minimum cost arborescence problem

We start by reviewing some relevant definitions from graph theory (see e.g. [32], or any other standard text book on graph theory).

A graph \( G = (V,E) \) consists of a set of vertices (or nodes) \( V \) and a set of edges \( E \) that connect pairs of vertices. For example, if there is a connection between two vertices \( v_i, v_j \in V \), then \((v_i, v_j) \in E\). If these edges are directed, i.e., the edge “points” from vertex \( v_i \) to vertex \( v_j \) in a one-way manner, then \( G \) is called a directed graph (or digraph for short). Note that in an undirected graph, the vertex pairs \((v_i, v_j) \in E\) are unordered, i.e., \((v_i, v_j)\) and \((v_j, v_i)\) denote the same (undirected) edge. However, in a directed graph, the vertex pairs are ordered, i.e., \((v_i, v_j)\) and \((v_j, v_i)\) denote different (directed) edges. The total number of vertices in \( G \) is denoted \( |V| \) (the size of the vertex set \( V \)) and the total number of edges in \( G \) is denoted \( |E| \) (the size of the edge set \( E \)). In the following, we are only concerned with directed graphs, a simple example of which is shown in figure 1.

A (directed) path from vertex \( v_1 \) to vertex \( v_k \) in \( G \) is a sequence of vertices \((v_1, v_2, \ldots, v_k)\) such that \((v_i, v_{i+1}) \in E\) for \( 1 \leq i < k \). An arborescence is a directed graph \( G \) in which, for a unique vertex \( v_r \) called the root, and any other vertex \( v_k \), there is exactly one directed path from \( v_r \) to \( v_k \). In other words, each vertex \( v_j \) in an arborescence has exactly one “predecessor” \( v_i \) such that \((v_i, v_j) \in E\), and there is one unique vertex \( v_r \) (the root) which has no predecessors (all edges point “away” from the root). Even though an arbitrary directed graph \( G \) can (potentially) contain cycles (a path that returns to its starting vertex), an arborescence has, by definition, never any cycles.

Now suppose there is a cost function \( c(e) \) that assigns a “cost” to each edge \( e = (v_i, v_j) \) in a directed graph \( G \). One could imagine this as the cost of “traveling” from vertex \( v_i \) to \( v_j \). The minimum cost arborescence problem, also known as the minimum branching problem, is then stated as follows [17]:

3
Minimum cost arborescence (MCA) problem: Given a directed graph \( G = (V, E) \), a unique root vertex \( v_r \in V \), and a cost function \( c(e), e \in E \), find a subgraph \( G_{MCA} = (V, E') \) with \( E' \subset E \), that is an arborescence with root \( v_r \) and that has a minimum total cost \( C = \sum_{e \in E'} c(e) \).

Polynomial-time algorithms for solving this problem were proposed independently first in [8] (calling it “shortest arborescence”), then in [12] (calling it “optimum branching”), and finally in [6] (calling it “minimum spanning tree in a directed network”). These algorithms are based on well-known and efficient minimum cost spanning tree algorithms for undirected graphs, with a recursive extension to check for, and resolve, potential cycles [17]. The running time of the basic MCA algorithm is \( O(|V||E|) \). Later, an improvement was made in [31], resulting in a running time of \( O(|E|\log|V|) \) for sparse graphs and \( O(|V|^2) \) for dense graphs. So, the MCA problem can clearly be solved efficiently, and is therefore in the problem class \( P \) [16].

Note that when a given (directed) graph \( G \) is acyclic (i.e., contains no cycles), then obviously any subgraph \( G' \subset G \) will also be acyclic, and there is no need for checking and resolving potential cycles during the construction of the minimum cost arborescence. In this case, an MCA \( G_{MCA} \subset G \) can be found by simply using a “greedy” minimum cost spanning tree algorithm as follows [17]. For each non-root vertex \( v_j \), the (unique) “predecessor” is chosen as vertex \( v_i \) such that \( e = (v_i, v_j) \in E \) and \( c(e) \) is minimal (choosing, e.g., at random in case of a tie). More formally, for each \( v_j \neq v_r \), only retain the incoming edge \( (v_i, v_j) \) for which \( i = \arg\min_{k \neq j} \{c(e = (v_k, v_j)) | e = (v_k, v_j) \in E\} \). This algorithm has a running time of \( O(|V|^2) \) in general, or even \( O(|V| + |E|) \) when using an appropriate adjacency list implementation.

3. Dispersal routes reconstruction as an MCA problem

The dispersal routes reconstruction problem, as described in section 1, can now be formalized as an instance of the minimum cost arborescence problem.
Theorem 3.1. Given an instance of the dispersal routes reconstruction problem with $n$ locations and, for each location $i \in [1, \ldots, n]$, its $(X_i, Y_i)$ coordinates and a first occurrence time $t_i$, this problem can be solved in polynomial time as an instance of the minimum cost arborescence problem.

Proof. First we need to show that the dispersal routes reconstruction problem instance can be converted to a minimum cost arborescence problem instance in polynomial time. This will be done by construction.

1. Construct a directed graph $G = (V, E)$ with $|V| = n$ vertices, where each vertex $v_i \in V$ corresponds (one-to-one) to a location $i$. Label each vertex $v_i$ with the occurrence time $t_i$ of the corresponding location.
2. Include an edge $e = (v_i, v_j)$ (i.e., from vertex $v_i$ to $v_j$) in $E$ if $t_i \leq t_j$, i.e. if location $v_i$ has an earlier or equal first occurrence time as location $v_j$.
3. Choose as root vertex $v_r$ the vertex (location) with the smallest $t_i$ (the earliest occurrence time).
4. Finally, define a cost function $c(e)$ as the (euclidean) distance between the two locations corresponding to the vertices $(v_i, v_j) = e$, calculated using their respective coordinates $(X_i, Y_i)$ and $(X_j, Y_j)$.

The time required for step 1 is $O(|V|)$, $O(|V|^2)$ for step 2, $O(|V|)$ for step 3, and $O(|V|^2)$ for step 4. So, overall this conversion can be done in $O(|V|^2)$ time.

Next, applying one of the existing MCA algorithms [8, 12, 6, 31] to the directed graph $G$ as constructed above, will result in a subgraph $G_{MCA}$ that has a minimum total cost (i.e., sum of the edge costs or, correspondingly, total length of the dispersal routes) and in which each vertex (location) $v_j$ has exactly one “predecessor” $v_i$, i.e., the location from which it was (supposedly) first occupied, linking it back to the root vertex $v_r$ via a unique dispersal path. This subgraph $G_{MCA}$ (the minimum cost arborescence of $G$) thus provides a most parsimonious solution to the original dispersal routes reconstruction problem in polynomial time.

So, both the conversion to an MCA instance and generating the optimal solution can be done in polynomial time, which completes the proof. \qed

Note that the optimal solution resulting from applying the MCA algorithm is not necessarily unique. There may be several different arborescences (dispersal routes) with the same minimum cost (total dispersal routes length). It is therefore possible that there are multiple most parsimonious dispersal scenarios.

Several further remarks regarding the dispersal routes reconstruction problem as an instance of the MCA problem are in place here. Firstly, cases where there are multiple independent locations of origin or introduction of a species can still be formulated in terms of only one (unique) root vertex $v_r$ by choosing the earliest of the two origin or introduction location as the root vertex, and then simply removing the incoming edge for the other (later) introduction location in the resulting minimum cost arborescence $G_{MCA}$. Simply removing this incoming edge will (correctly) result in two “disconnected” arborescences, where each occupied location is linked through a unique dispersal path to only
one of the two origin or introduction location. In section 5, we will show an example with real data that contains two known introduction locations.

Secondly, if the (observed) occurrence times \( t_i \) for the various locations are all unique, then the problem becomes even simpler, as is stated in the following theorem.

**Theorem 3.2.** If, for a given instance of the dispersal routes reconstruction problem, all first occurrence times \( t_i \) are unique (i.e., \( t_i \neq t_j \) if \( i \neq j \)), then the problem reduces to the minimum cost spanning tree problem and can be solved using a simple and efficient greedy algorithm.

**Proof.** Construct a directed graph \( G \) as described in the proof of Theorem 3.1, adding only edges \( (v_i, v_j) \) to \( E \) if \( t_i \leq t_j \). The only way this graph \( G \) can contain a cycle such as \( (v_1, v_2, v_3, \ldots, v_1) \), is if \( t_1 \leq t_2 \leq t_3 \leq \ldots \leq t_1 \), which would imply \( t_1 = t_2 = t_3 = \ldots = t_1 \). Therefore, if all first occurrence times \( t_i \) are unique, then \( G \) will necessarily be acyclic. And, as was shown at the end of section 2, in case of an acyclic directed graph the minimum cost arborescence problem reduces to the minimum cost spanning tree problem for which a simple and efficient greedy algorithm suffices. \( \square \)

Thirdly, it is perhaps undesirable to simply apply the MCA algorithm to a given data set and then consider the resulting minimum cost arborescence \( G_{\text{MCA}} \) as “the” solution. Especially if there is uncertainty in the data (for example, an actual first occurrence obviously happened some time before the first observation was made), this approach may not be adequate. However, this can be dealt with easily in our methodology by adding a stochastic component. In particular, random values (from some appropriate distribution) can be subtracted from the first occurrence times to take the uncertainty into account, before applying the MCA algorithm. This procedure can then be repeated a number of times, creating an ensemble of instances (and corresponding minimum cost arborescences) on which a statistical or bootstrap analysis can be performed. This way, a measure of robustness of the solution (or set of solutions) can be obtained. We provide an example of this in section 5. A similar statistical method can be applied to the actual distances between locations as well, as there is always a non-zero probability that an empty site is invaded by an already occupied location that is not the nearest one (although we return to this issue shortly with an alternative approach). Adding or subtracting random values from the distances will cause the algorithm to occasionally choose a non-nearest location as “predecessor”. And even if the method is not put in a statistical context this way, it can, for example, be used to generate plausible dispersal scenarios as a null-model, against which other scenarios can be compared and tested.

Finally, many additional features and assumptions can easily be incorporated in the general MCA framework. For example, simply using the euclidean distance between two locations as the cost function \( c(e) \) does not take into account that there may be “barriers” to dispersal (such as rivers, roads, or mountains), or that different locations may have different habitat suitabilities. However,
such features can be taken into account by modifying the cost function. A barrier between two locations that cannot be crossed, or only with large difficulty, can be reflected in a very large (or even infinite) cost on the corresponding edge. Or, as another example, actual known dispersal events (e.g., from location \( v_i \) to location \( v_j \)) can be dealt with by simply leaving out, in the initial graph \( G \), all possible incoming edges to vertex \( v_j \) except the one from \( v_i \). This way, the resulting minimum cost arborescence \( G_{MCA} \) will always include this known dispersal event (otherwise the algorithm may choose a different, possibly shorter, dispersal event into location \( v_j \)). Furthermore, and importantly, the method does not strictly depend on the assumption that a location is always invaded from the nearest previously occupied location, even though it is explained above in that context. An additional term, which is inversely proportional to the difference in first occurrence times \( t_i \) between two locations, can be added to the cost function \( c(e) \). This can give an “older” location preference over a “younger” location to be chosen as a predecessor (even if it might not be the nearest one), as its added cost term is lower than that of the younger location. This additional time-based term can be weighted (or even completely replace the distance-based term) to give it more, or less, importance as desired by the modeler. As a final example, if genetic data is also available, a cost function based on sequence distance can be used, in which case the algorithm minimizes the total genetic distance. This is perhaps more desirable than using euclidean distances, although much harder to obtain reliable data for.

These are just some examples of how additional features and assumptions can be built into the method. As indicated, this is mainly done by adjusting the cost function \( c(e) \) appropriately, or adding a stochastic component to deal with uncertainty in the given data. Once the cost of each edge is calculated, the MCA algorithm then simply finds the arborescence with the minimum overall cost, whether that reflects distance, time, barriers, habitat suitability, or any combination of these or other desired features. Thus, many extensions and modifications can be made to the method, also allowing for a statistical analysis if so desired, making it a versatile tool, not directly depending on any particular (set of) assumption(s).

4. Theoretical results on optimal dispersal routes

In this section, we derive analytical expressions for the expected value and for the possible minimum and maximum values of the total length of optimal dispersal routes in a simplified setting. Consider a spatially restricted, randomized version of the dispersal routes reconstruction problem with \( n \) locations that are equally spaced, at distance one from each other, along a one-dimensional (1D) line. Each location \( i \) is assigned a first occurrence time \( t_i \in [1, \ldots, n] \) at random and without repetition (i.e., the numbers 1 to \( n \) are randomly distributed over the \( n \) locations). Using the integers from 1 to \( n \) as occurrence times \( t_i \) is mostly for convenience in the mathematical derivations below, but in principle they can be any values, integer or real. In practice the only requirement is that
they are unique (i.e., mutually distinct), so they can always be ranked and then re-numbered from 1 to \( n \).

Converting this spatially restricted version of the problem to the corresponding minimum cost arborescence problem (as described in the proof of Theorem 3.1), results in a graph \( G = (V, E) \) with the \(|V| = n\) vertices regularly placed in a linear arrangement at equal distances of one, and with \((v_i, v_j) \in E\) if \( t_i < t_j \). The root vertex \( v_r \) is chosen as the vertex with occurrence time \( t_i = 1 \), and the cost function \( c(e) \) is simply the (linear) distance between the two vertices \((v_i, v_j) = e\). In the remainder of this section, for notational convenience we simply denote vertex \( v_i \) by its assigned label, i.e., the occurrence time \( t_i \in [1,\ldots,n] \). For example, vertex \( k \) is that vertex which has the label (occurrence time) \( t_i = k \) assigned to it.

Since all first occurrence times \( t_i \) are unique, we can apply the simple greedy minimum cost spanning tree algorithm to find \( G_{MCA} \). So, for each vertex \( j \neq 1 \) we choose as “predecessor” the nearest vertex \( i \) such that \( i < j \). Let \( d(j) = c(e = (v_i, v_j)) \) be the distance of vertex \( j \) to this nearest vertex \( i \) with \( i < j \). The total cost \( C \) of (the optimal) \( G_{MCA} \), which is equivalent to the total length of the optimal dispersal routes, is then:

\[
C = \sum_{i=2}^{n} d(i).
\]  

We can now ask, for example, what the minimum and maximum possible values of \( C \) are, or what its expected value is, over all possible instances of this 1D randomized dispersal routes reconstruction problem for various values of \( n \).

The minimum possible value of \( C \) is easy to derive. This minimum value is obtained when each vertex \( i \) has at least one direct neighbor with a number \( j < i \). This is achieved, for example, when the vertices are labeled either in strictly increasing or strictly decreasing order (although there are several other possibilities). The total cost, or length, is then simply

\[
C_{min} = \sum_{i=2}^{n} 1 = n - 1.
\]

Figure 2 shows an example of such a case.

Figure 2: A 1D optimal dispersal routes example with the minimum possible total length \( C_{min} = n - 1 \).

The maximum possible value of \( C \) is somewhat more complicated. The main idea is to assign the numbers 1 to \( n \) to the vertices one by one, in such a way that each next one is as far away from the nearest lower number as possible. This can be done in the following way (assume for now that \( n - 1 \) is a power of 2). First, assign the numbers 1 and 2 to the two outermost vertices, so \( d(2) = n - 1 \). The next number, 3, is then put halfway in between, so \( d(3) = (n - 1)/2 \). This
divides the linear array of vertices into two halves, and the next two numbers, 4 and 5, are each placed halfway in between either one of these halves, so \( d(4) = d(5) = (n - 1)/4 \). This then divides each half into two halves, and the next four numbers (6 to 9) are each placed halfway in between one of these four parts, so \( d(6) = d(7) = d(8) = d(9) = (n - 1)/8 \), and so on until all numbers are assigned to the vertices, which is achieved after \( s = \log_2(n - 1) \) such steps.

Generalizing this sequence, there is one vertex with distance \( d(i) = n - 1 \), and then \( 2^{k-1} \) vertices with distance \( d(i) = (n - 1)/2^k \) for \( k = 1, \ldots, s \). The sum of all these distances is then

\[
\sum_{i=2}^{n} d(i) = n - 1 + \sum_{k=1}^{s} 2^{k-1} \frac{n - 1}{2^k} = n - 1 + \sum_{k=1}^{s} \frac{n - 1}{2} = n - 1 + s \frac{n - 1}{2}.
\]

So, in general, the maximum possible value of \( C \) can be calculated as

\[
C_{max} = n - 1 + \left\lfloor \frac{n - 1}{2} \log_2(n - 1) \right\rfloor.
\]  

If \( (n - 1) = 2^k \) for some integer value \( k \), this theoretical value of \( C_{max} \) is accurate. In other cases, it may be a small overestimate. For example, for \( n = 9 (= 2^3 + 1) \), an example of which is shown in Fig. 3, both the theoretical and the actual maximum values for \( C \) are 20. However, for \( n = 10 \), the theoretical value is 23, whereas the actual maximum is only 22, and for \( n = 11 \), the theoretical value is 26 and the actual value is 25, and so on until they are equal again for \( n = 17 (= 2^4 + 1) \).

![Figure 3: A 1D optimal dispersal routes example with the maximum possible total length \( C_{max} = 20 \) for \( n = 9 \).](image)

The minimum and maximum possible values \( C_{min} \) and \( C_{max} \) are only obtained in a few very specific instances of the 1D randomized dispersal routes problem (such as the ones shown in Figs. 2 and 3). What is perhaps more interesting is the average (or expected) value of \( C \) for a random instance. For this, we need to know what the expected distance \( E[d(i)] \) is for an arbitrary vertex \( i \), for which, in turn, we need to know the distance probabilities.

For the distance \( d(i) \) to be larger than \( k \), vertex \( i \) needs to be surrounded by at least \( 2k \) higher-numbered vertices. Given that there are \( n - i \) such vertices, the probability of this is

\[
Pr[d(i) > k] = \binom{n-i}{2k} / \binom{n-1}{2k}.
\]
i.e., the number of ways to choose $2k$ numbers larger than $i$ out of $n-i$ available ones, divided by the number of ways to choose any $2k$ numbers out of the $n-1$ total ones (we cannot choose the number $i$ itself, hence $n-1$). Note that since there are at most $n-i$ numbers larger than $i$ available, the distance $d(i)$ cannot be larger than $\left\lfloor \frac{n-i}{2} \right\rfloor + 1$.

The probability that $d(i)$ is exactly equal to $k$ is now simply

$$\Pr[d(i) = k] = \Pr[d(i) > k-1] - \Pr[d(i) > k],$$

and the expected value of $d(i)$ is thus

$$E[d(i)] = \sum_{k=1}^{\left\lfloor \frac{n-i}{2} \right\rfloor + 1} k \cdot \Pr[d(i) = k].$$

Finally, combining all of this together, we get the expected value of $C$:

$$E[C] = \sum_{i=2}^{n} E[d(i)] = \sum_{i=2}^{n} \sum_{k=1}^{\left\lfloor \frac{n-i}{2} \right\rfloor + 1} k \left[ \frac{n-i}{2(k-1)} - \frac{n-i}{2(k+1)} \right]. \quad (4)$$

Of course this assumes independence of all the vertices, and no influence of boundary effects, which is not entirely true in practice. However, one can expect $E[C]$ to be increasingly accurate for increasing values of $n$.

To verify these theoretical results, we wrote a small computer simulation that generates random instances of the 1D dispersal routes reconstruction problem, and then applies the simple greedy algorithm (section 2) to obtain the minimum cost arborescence $G_{MCA}$ and the corresponding value of $C$ (or, equivalently, the total length of the optimal dispersal routes). Figure 4 shows a comparison of the theoretical values $E[C]$ from equation 4 and the empirical values $C_{avg}$ obtained from the computer simulations (averaged over $10^5$ random instances), for various values of $n$.

As the figure shows, the theoretical estimate is close, but slightly too low. However, as expected, in a relative sense the theoretical estimates get better for larger $n$. Figure 5 shows the theoretical values $E[C]$ as a fraction of the empirical values $C_{avg}$. Clearly, this fraction increases with $n$, and continues to increase even for large $n$. The fractions are about 0.866 for $n = 10$, increasing to 0.909 for $n = 100$, and to 0.935 (and still slowly increasing) for $n = 1000$.

Finally, it is interesting to compare the theoretically derived minimum and maximum possible values $C_{min}$ and $C_{max}$ with the minimum and maximum values for $C$ actually obtained in the random samples of $10^5$ instances. Figure 6 compares these theoretical values (solid lines) with the empirical ones (dashed lines). The single +s are the empirical averages (as in Fig. 4), as a reference. As the figure shows, for very small values of $n$ the obtained minimum and maximum $C$ values are close to the theoretical values. However, the total number of possible assignments of the numbers 1 to $n$ to the vertices is $n!$, and thus grows exponentially with $n$, whereas the number of specific assignments that result in
the theoretical minimum or maximum value of $C$ only increases very slowly. So, the probability of achieving the theoretical minimum or maximum decreases quickly with larger $n$, and the observed minimum and maximum values in a random sample will remain closer to the average.

5. An example: Invasion of *Centaurea stoebe* L.

We now provide an example of how the theoretical framework and analysis as described above can be applied to real data. We consider an invasive plant species that was introduced from Europe to North America at the end of the 19th century: *Centaurea stoebe* L., a member of the daisy family. There are (at least) two known introduction points for this species, one on the east coast (near Westford, MA, USA), and one on the west coast (near Victoria, BC, Canada). Dispersal data for this species is available in the form of the location and year this species was first observed in various counties throughout the US and Canada.

The given occurrence times $t_i$ are not necessarily unique, as they are only provided as the first year in which the species was observed in each location (no day or month specified). However, given that there is always some uncertainty in the observed occurrence times (as already mentioned earlier), we subtract independent and identically distributed (i.i.d.) random values from the reported times $t_i$, thereby making them unique, and also taking uncertainty in the observation data into account. The random values are drawn from a negative
exponential distribution, which more or less simulates the time it would take for an observer who “walks around randomly” in a given area to discover the plant by chance. We tried different values for the mean $\mu$ of this distribution, such as $\mu = 1, 5, 10$ years, although this does not appear to result in any qualitative difference in the reconstructed dispersal routes. Of course if $\mu$ is taken too large ($\mu > 20$ in our case), then the first occurrence times $t_i$ become practically completely randomized.

Making the occurrence times $t_i$ unique this way, we then convert the data to an instance of the minimum cost arborescence problem (simply using the euclidean distance between two points as the cost function $c(e)$). From theorem 3.2 it follows that we can now apply the simple greedy (minimum cost spanning tree) algorithm to obtain the most parsimonious (i.e., minimum total length) dispersal routes. Finally, we repeat this procedure 100 times, and calculate bootstrap support values for the reconstructed dispersal routes. In section 3 we already indicated how to deal with multiple introduction points.

Figure 7 shows the result for the *Centaurea stoebe* data (using $\mu = 5$ years for the negative exponential distribution). The gray-scale on the edges indicates the bootstrap support values: lighter colors indicate lower support while darker colors indicate higher support. In a forthcoming paper [7] we will investigate this particular case study and the results of the dispersal routes reconstruction in detail, but one striking conclusion (which, again, does not seem to depend on the chosen value for $\mu$) is that the two separate and independent invasions
(east and west) show very different spatio-temporal dynamics, in part driven by different climatic conditions.

In section 4 we derived analytical expressions for the minimum, average, and maximum optimal values of the total dispersal routes length in a spatially restricted version of the problem. With real data, such as for *Centaurea stoebe*, it is more difficult to derive similar analytical formulas. However, we can still obtain the empirical values, just as with the computer simulations used in the previous section.

The minimum possible optimal value is obtained when for each location (occupied county) simply the nearest neighboring location is chosen as “predecessor”, regardless of the actual occurrence times $t_i$. The average, or expected, optimal value (and standard deviation) is obtained as follows. Given the locations and occurrence times $t_i$, randomly re-assign the occurrence times to the available locations. Repeat this a number of times, and for each such instance, apply the minimum cost arborescence algorithm to get the optimal value, and calculate the average and standard deviation over all instances.

Figure 8 presents the results of this. The vertical red line (labeled “obs”) shows the actual (optimal) value of the total length of the reconstructed dispersal routes. The blue line (labeled “min”) shows the minimum possible optimal value. The histogram (labeled “random”) shows the optimal values of 100 instances of randomly re-assigning the $t_i$ values, with the vertical dashed lines representing two standard deviations away from the average.

As the plot shows, the observed value (red line) is closer to the random
instances (histogram) than the minimum possible value (blue line). One conclusion that can be drawn from this observation is that there is a fair amount of “long distance” dispersal in the overall dispersal pattern of *Centaurea stoebe*. This can, in part, be explained by the fact that the construction of long distance railroad lines at around the same time as the species was first introduced in North America, has enabled it to disperse over longer distances in one single dispersal event as would have been possible naturally. However, the observed (optimal) value is still well outside of the random sample, indicating that there is indeed a structured pattern in the dispersal dynamics of *Centaurea stoebe*.

To conclude, we have shown how the minimum cost arborescence framework can be applied directly to real data and generate useful and insightful results. Next to efficiently reconstructing invasion scenarios, including bootstrap support values, a (rough) measure of how much “short distance” and “long distance” dispersal has occurred can be obtained by comparing the actual optimal value with the minimum possible one and a sample of instances with randomly re-assigned occurrence times. These are just some examples of the possibilities the introduced framework offers.

6. Conclusions and discussion

We have shown formally that the dispersal routes reconstruction problem can be stated as an instance of the minimum cost arborescence problem, for
which there exist efficient algorithms. Thus, the dispersal routes problem can be solved in polynomial time (with a small exponent), placing it well within the problem class \( P \). Furthermore, we have derived some theoretical results on the possible minimum and maximum, and also the expected values of the total length of optimal dispersal routes in a spatially restricted version of the problem, which were verified by empirical results from computer simulations. With this, we have placed the dispersal routes reconstruction problem on solid theoretical grounds, establishing it as a tractable problem that can also be analyzed mathematically and computationally. In addition, we have provided an insightful example of how this theoretical framework can be applied to real data and generate useful results such as the most parsimonious dispersal routes (plus, if desired, bootstrap support values) and a measure of the amount of “short distance” versus “long distance” dispersal. And, as argued, the framework as introduced here is versatile and can easily be extended and modified, or placed within a statistical framework, depending on needs or circumstances.

Understanding the characteristics and determinants of invasion routes has important practical applications, such as the design and implementation of quarantine strategies, and anticipation of conservation actions such as preventing establishment of new focal populations or eliminating them, rather than focusing on established invasion fronts [24, 30].

So far, several approaches have been used to infer invasion routes. The first quantitative method that was used is based on neighborhood diffusion, and is
often referred to as Fisher’s wave of advance model, in which the range of an invading species is predicted to increase linearly with time [15, 28]. A constant velocity is frequently observed in many organisms, especially at local scale [4]. However, recent data at larger scale [3] show that long-distance dispersal could occur simultaneously with neighborhood diffusion within the same species, accelerating the range expansion [26]. This type of stratified diffusion can be successfully modeled using dispersal kernels that incorporate various step lengths of dispersal [23]. This approach has the potential to relate the rate of spread of populations to their behavioral and demographic properties and thus to provide valuable ecological insight into invasion processes. However, the acquisition of proper data to feed the models requires extensive effort. Moreover, the approach relies on the hypothesis that species have a constant dispersal kernel throughout the invasion range, an assumption that might not be valid in many species undergoing range expansion [27]. We believe that our computational approach, requiring only dated observed occurrences and not being based on any dispersal assumptions, has the potential to efficiently document invasion routes with minimal effort. It can, for instance, be used as a null model against which to validate diffusion and long-distance dispersal approaches.

Another approach to infer invasion routes that has emerged recently in the literature is based on the use of genetic data (see [18] for a review). Molecular genetic data can offer unique insights into the sources, routes, and mechanisms of spread [19, 21]. The main insight from molecular genetic studies of invasion routes is that multiple introductions from the native range might occur but remain unnoticed because they cannot be distinguished from spread from existing populations in the invaded range [18]. This bridgehead effect can thus not be taken into account explicitly by kernel diffusion approaches. Molecular genetic studies thus have the power to reveal separate invasion outbreaks resulting from repeated (trans-continental) introductions [22, 9, 21]. However, inferring routes using molecular genetic methods do not replace the analysis of observational and historical records. Having historical data is a necessary requirement for defining a limited set of invasion scenarios that can be tested against each other statistically (e.g., by using an Approximate Bayesian Computational (ABC) approach [21]). We propose that the minimum cost arborescence approach as introduced in this paper can be used to define the most parsimonious invasion scenarios (by, for example, reconstructing several different dispersal routes using different model assumptions), which can subsequently be tested using a population genetic analysis. As such, the two approaches can act in a complementary way as a powerful invasion analysis tool.
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