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Abstract

Two alternative views of an economy are combined and stud-
ied. The first view is that of technological evolution as a pro-
cess of combinatorial innovation. Recently a simple mathematical
model (TAP) was introduced to study such a combinatorial pro-
cess. The second view is that of a network of product transforma-
tions forming an autocatalytic set. Autocatalytic (RAF) sets have
been studied extensively in the context of chemical reaction networks.
Here, we combine the two models (TAP and RAF) and show that
they are compatible. In particular, it is shown that product trans-
formation networks resulting from the combinatorial TAP model have
a high probability of containing autocatalytic (RAF) sets. We also
study the size distribution and robustness of such “economic autocat-
alytic sets”, and compare our results with those from the chemical
context. These initial results strongly support earlier claims that the
economy can indeed be seen as an autocatalytic set, and reconcile
seemingly opposing views of evolution vs. mutualism in economics.
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1 Introduction

From the start, evolution and mutualism have been rival economic “visions”
[1] that have often been viewed as incompatible. In our mathematical model
of economic evolution, however, mutualism is a product of evolution. The two
visions can be reconciled. In the evolutionary vision, the goods produced and
the exchanges made both change over time, with each change building on
earlier changes [2–7]. It is “evolutionary” because change is cumulative, pro-
gressive, or ramifying. In the mutualist vision, the production and exchange
of commodities go around and around in a self-replicating circuit such as the
textbook model of the circular flow [8–12]. It is “mutualist” because each part
of the system is supported by every other part of the system in a mutually
reinforcing pattern.

We show that a recent model of combinatorial evolution known as the
TAP model brings evolution and mutualism together. TAP stands for the-
ory of the adjacent possible [13–15]. As we explain below, the TAP process
almost certainly creates mutualistic networks that are “reflexively autocatalytic
and food-generated” (RAF) [16, 17]. The reconciliation is possible because the
economy’s RAFs change over time as the system evolves.

Each vision reflects a common-sense observation about social life which is
then transformed into an analytical engine [1]. The evolutionary vision may
reflect the common-sense observation of cumulative change in the set of goods
available for trade, in how they are produced, and in the institutional environ-
ment within which making and trading occur. David Hume gave great attention
to these changes in his History of England. Later, Adam Smith provided a
theoretical account of them. The mutualist vision may reflect the common-
sense observation that we are all dependent on one another. Year after year,
the farmer grows wheat and sells it to the miller, who grinds it and sells the
flour to the baker, who bakes bread and sells it to the farmer to eat. Quesney’s
famous Tableau is not so far from our simple observation about wheat, flour,
and bread.

With the repeated mutualistic cycle of wheat, flour, and bread it might
seem that the same thing happens over and over. With the evolutionary emer-
gence of new goods and methods of production, however, new things are
happening all the time. It may be understandable, then, that evolution and
mutualism have often been seen as inconsistent in economics [18–21]. In biol-
ogy, however, the evolution of mutualism has been a topic of research since
at least 1862, when Darwin published On the Various Contrivances by which
Orchids are Fertilised by Insects [22]. And yet, even in biology it has not been
clear how mutualism fits with other biological concepts such as competition
and diversity [23]. It is thus of interest within economics and, perhaps, beyond
to demonstrate that evolution and mutualism both emerge from one strik-
ingly simple combinatorial model, namely, the TAP model. We provide such
a demonstration.

We do not wish to suggest that evolution and mutualism are the only two
visions in economics. And we recognize that both visions have generated a
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variety of models. But we believe it is significant that RAFs emerge almost
certainly from the TAP process. Thus, we reconcile evolution and interdepen-
dence in a simple unified model. We place this reconciliation in its scholarly
context within economics after developing our technical result.

Technological and cultural evolution are driven by a process of combinato-
rial innovation [24, 25]. As noted above, a new mathematical model (TAP) was
introduced to describe and study such a process [13]. This model accurately
reproduces the well-known “hockey stick” phenomenon observed in economic
growth: a long period of slow growth followed by explosive growth in just a
short time [26, 27]].

The TAP model is based on the assumption that a simple cumulative com-
binatorial process underlies this pattern of technological and cultural evolution.
At its core is the following equation:

Mt+1 = Mt +

Mt∑
i=1

αi

(
Mt

i

)
, (1)

where Mt is the number of different types of goods in an economy at time t,
and αi is a decreasing sequence of probabilities (i.e., real numbers between 0.0
and 1.0).

The main idea of this equation is that new goods (or tools, or artifacts) are
created by combining any number i of already existing goods. Arbitrary com-
binations of i existing goods have a small probability αi of resulting in a useful
new one. The TAP model was recently studied both theoretically and with
computer simulations [13]. Note that this equation represents a deterministic
version that does not guarantee Mt to be an integer value, and it only serves to
convey the general idea behind the model. A stochastic implementation that
does guarantee integer values is presented below.

Alternatively, it has been suggested that an economy can be seen as an
instance of an autocatalytic set [14, 15, 28, 29]. The notion of an autocatalytic
set originally comes from chemistry, where it is informally defined as a chemical
reaction network in which the molecules mutually catalyze (i.e., speed up, or
facilitate) each other’s formation, and which can sustain itself from a given set
of basic building blocks, or “food set” [30, 31]. This notion was formalized and
studied in more detail as reflexively autocatalytic and food-generated (RAF)
sets [16, 17], and has also been implemented with real molecules in the lab
[32–35] and shown to exist in the metabolic networks of prokaryotes [36–38].

A chemical reaction is basically a transformation of a set of input molecules
(reactants) to a set of output molecules (products). Similarly, in an economy,
input goods are transformed into output goods, such as wood and nails (input)
being transformed into tables (output). Furthermore, and again similar to
chemistry, some of these goods can act as “catalysts”, in that they facilitate
the production (or transformation) of other goods. Examples are hammers,
conveyor belts, and computers. These goods are not used up in a production
process, but facilitate the production of other goods such as tables, cars, or
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animated movies. Yet, such catalysts are themselves products of the same econ-
omy. As such, an economy can be seen as a product transformation network
in which the goods mutually catalyze each other’s formation, sustained by a
basic food set of raw materials. In other words, an economic autocatalytic set.

An interesting question is whether these two alternative views of an econ-
omy, as a process of combinatorial innovation on the one hand and as an
autocatalytic set on the other, are somehow compatible. We show that the
answer to this question is a resounding Yes, and that this positive answer rec-
onciles evolution and mutualism. Using the original TAP model, we extend it
with the assignment of (random) catalysis, as was hinted at recently [39]. We
then show that autocatalytic (RAF) sets have a high probability of emerging
in product transformation networks that result from a process of combinatorial
innovation. Additionally, we also study the size distribution and robustness of
these economic RAF sets, and discuss connections with and implications for
existing economics models.

2 Methods

An implementation of a stochastic discrete-time version of the TAP model
based on an earlier version [13] is used here, with αi = αi (i.e., α to the power
i, for some given value of α). The creation of a new good from a combination
of already existing “parent” goods is then interpreted as the introduction of a
new product transformation, where the parent goods are the inputs and the
new good is the output. In addition, each newly created good is assigned as a
catalyst to the already existing product transformations with a given catalysis
probability pc. Similarly, a new product transformation is catalyzed by any
of the already existing goods also with probability pc. The resulting model is
implemented as described in Algorithm 1.

Note that an upper limit K on the number of parents is set for numerical
and computational reasons. It was already shown earlier that this does not
significantly affect the overall behavior of the TAP model [13]. Also note that
it is possible that ri in line 7 of the algorithm is assigned a value of zero, in
which case the for-loop of lines 8–16 is not executed (in most programming
languages, a loop from 1 to 0 is simply not executed).

At each time step t the Mt existing goods thus form a product transfor-
mation network with a food set consisting of the M0 initial goods, where each
product transformation consists of a good being produced from its parents. In
addition, the goods catalyze each other’s production according to the cataly-
sis probability pc. Note that each product transformation can thus have none,
one, or multiple catalysts, depending on the random catalysis assignments
(with probability pc). Similarly, each good may catalyze none, one, or multiple
product transformations.

Figure 1 shows a simple example of such a product transformation net-
work, resulting from a TAP process, in a graph representation. The black dots
represent the different types of goods created at each time step, and the white
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Algorithm 1 TAP with catalysis

Require: M0,K, α,M, pc
1: t← 0
2: Create M0 initial goods labeled 1, . . . ,M0

3: while Mt < M do
4: t← t+ 1; Mt ←Mt−1

5: for i = 1, . . . ,K do
6: si ← αi ×

(
Mt−1

i

)
7: ri ← Poisson(si)
8: for j = 1, . . . , ri do
9: Create a new good x labeled Mt + 1

10: Select i random “parents” for x from 1, . . . ,Mt−1

11: Mt ←Mt + 1
12: for y = 1, . . . ,Mt do
13: With probability pc assign x as catalyst to production of y
14: With probability pc assign y as catalyst to production of x
15: end for
16: end for
17: end for
18: end while

boxes represent their product transformations. Solid arrows indicate inputs
and outputs of product transformations. Dashed gray arrows indicate which
goods catalyze which product transformations (assigned randomly).

Note that this graph representation of a product transformation network is
similar to that of a chemical reaction network, where dots represent molecule
types and boxes represent chemical reactions [40], and with catalysis added as
dashed gray arrows. Therefore, one could ask whether this network contains
a subset that is reflexively autocatalytic and food-generated, or RAF [17].
Formally, a RAF set is a set R of chemical reactions (or, in this case, product
transformations) and the molecule types (here: goods) involved in them such
that:

1. Each reaction (product transformation) in R is catalyzed by at least one of
the molecules (goods) involved in R.

2. Each molecule type (good) involved in R can be produced from the food set
through a sequence of reactions (product transformations) from R itself.

The food set is a subset of molecule types (goods) that is assumed to be
available from the environment (in this case the M0 initial goods).

Figure 2 presents an illustrative economic RAF, where the food set consists
of wood, metal, and bricks. These can be combined in different ways to produce
hammers, wheelbarrows, and brick ovens. Each of these products can also act
as a catalyst: a hammer speeds up the production of wheelbarrows (without
being used up in the process), the wheelbarrow speeds up the transportation
of bricks to make ovens, and the oven speeds up the production of hammers by
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Fig. 1 An example product transformation network resulting from a TAP process, with
random catalysis assignments (dashed arrows).

melting the metal so it can be molded into the right shape. This “economy” as
a whole (within the solid oval) thus forms an autocatalytic set. Once this set
is established, it may allow the emergence of new goods such as nightstands
and pizzas that were not possible before (the dashed ovals). We discuss other
economic RAF examples in the discussion section below.

An efficient computer algorithm exists to find such RAF sets in arbitrary
chemical reaction or product transformation networks, or determine that no
such subset is present [16, 41, 42]. The algorithm works by iteratively removing
reactions (product transformations) that by definition cannot be part of a RAF
set, until no more reactions can be removed. This RAF algorithm actually
finds the largest RAF (maxRAF) present in the network, which in the example
in Figure 1 is the entire network itself.

However, such a maxRAF could consist of the union of several smaller
RAFs (subRAFs), including minimal, or irreducible, RAFs (irrRAFs). Indeed,
there are several (smaller) subRAFs within the maxRAF of Figure 1, such as
the two product transformations forming the goods {5, 6}, or the four product
transformations forming {5, 6, 7, 8}. Such subRAFs and irrRAFs can be iden-
tified by (repeatedly) applying the RAF algorithm after removing one or more
(random) elements from the maxRAF.

Recently, some fundamental theorems and results on the combination of
the TAP and RAF models were presented, but in the context of chemical evo-
lution [43]. Here, we investigate this model combination in more detail, but
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Fig. 2 An illustrative economic RAF set. From [14].

re-interpreting it explicitly in the context of technological evolution. In par-
ticular, using the TAP simulation model including catalysis assignments as
described in Algorithm 1, many runs are performed using different catalysis
probabilities pc. The RAF algorithm is then applied to the product transfor-
mation networks resulting from these TAP processes to see how often a RAF
set emerges, and how large they are.

In the results presented below, most TAP model parameters are fixed as
follows:

� M0 = 10
� K = 4
� α = 0.01
� M = 1000.

Rather than running a TAP simulation for a fixed number of time steps, a run
will end once a threshold ofM = 1000 goods is crossed. So, different runs might
terminate at different time steps, and result in a different number of final goods
Mt (but with Mt ≥ 1000), due to the stochastic nature of the simulations. The
catalysis probability pc is then allowed to vary between batches of runs, to see
how it influences the possible emergence and sizes of RAF sets.

Jain and Krishna (J-K) provide an alternative model of autocatalytic sets,
which also combines mutualism and evolution [44]. The J-K model repre-
sents a so-called elementary RAF, where all products are directly formed
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from the (implicitly assumed) food set [45]. These products then act as cata-
lysts for each other’s formation (mutualism), and a form of evolution results
from random changes in these catalytic connections. Because the products
never act as inputs to (new) reactions, linear methods like calculating eigen-
values and eigenvectors can be used to analyze the network mathematically
[44, 45]. Unfortunately, our context of combinatorial innovation makes such
linear methods inapplicable.

3 Results

3.1 Probability of RAFs

First, the probability of finding RAFs at the end of a TAP run (i.e., when at
least 1000 goods have been produced) is investigated. The catalysis probability
pc was increased from pc = 0.0030 to pc = 0.0060 with increments of 0.0002
(16 different values). For each value of pc, 1000 runs of the TAP simulation
were performed. Figure 3 shows the probability of finding a (max)RAF in the
final step of a TAP run (i.e., the fraction of the 1000 runs that contained a
RAF) for each value of pc.

0.0030 0.0040 0.0050 0.0060

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

pc

P
r[

R
A

F
]

Fig. 3 The probability of RAFs (Pr[RAF]) for different values of the catalysis probability
pc.

The figure shows a typical S-shaped curve, going from never finding a RAF
for pc < 0.0030 to almost always finding one for pc > 0.0060. For a value
of pc = 0.0044 the probability of finding a RAF is close to 0.5 (i.e., about
half of the runs result in a RAF). This S-shaped curve is similar to what is
observed in the standard binary polymer model used in previous studies on
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RAFs in a chemical context [16]. However, a higher level of catalysis is required
in the TAP model to find RAFs. For example, in the binary polymer model
it suffices to have each polymer catalyze (on average) between one and two
chemical reactions to get a probability of RAFs around 0.5 (at least for model
instances with a maximum polymer length of up to 50) [16]. But in the TAP
model it requires (on average) between five and six product transformations
catalyzed per good. The average size of the product transformation networks
at the end of the runs is about Mt = 1250, so the average number of product
transformations catalyzed per good is pc · Mt = 0.0044 · 1250 = 5.5 to get
Pr[RAF]=0.5.

An important difference between these two models is that in the binary
polymer model the ratio between the number of reactions and the number
of molecules grows linearly with n (with n being the length of the largest
polymers), whereas in the TAP model the ratio between the number of product
transformations and the number of goods is constant (in particular, the number
of product transformations is exactly the same as the number of goods). The
reason that there are roughly n time more reactions than molecules in the
binary polymer model is that each polymer of a given length n can be produced
from n− 1 ligation reactions between smaller polymers [16, 31].

3.2 RAF sizes

Next, the sizes of the RAFs are investigated. Figure 4 (left) shows a scatter
plot of the maxRAF sizes (vertical axis) against the size of the full product
transformation network (i.e., the number of goods Mt at the end of the run)
for the 1000 runs with pc = 0.0044 (which resulted in Pr[RAF]≈ 0.5). The
line of dots at the bottom of the graph represents the close to 500 runs that
did not result in a RAF (i.e., the RAF size is zero), or where there may have
been a small number of product transformations where one of the M0 initial
goods is transformed into a new good, also catalyzed by one of the M0 initial
goods. In the current implementation the initial items (i.e., those in the food
set) were allowed to be catalysts as well (see below for more on this).

In those roughly 500 cases where there was a “real” RAF, the maxRAF
size is anywhere from about half the total number of items Mt up to the
size of the full reaction network (i.e., size(RAF) = Mt). The far majority of
RAFs are actually close to the full network in size. Figure 4 (right) shows a
histogram of the relative maxRAF size, i.e., the RAF size divided by Mt. This
histogram again shows the close to 500 instances with no RAF (or just a few
product transformations with all inputs and at least one catalyst in the food
set), and around 330 instances where the RAF size is close to or equal to the
full network. In other words, if a RAF exists, it immediately tends to be quite
large, often consisting of the entire network. This is unlike the binary polymer
model, where RAFs (when they occur with a probability of about 0.5) are
usually only around 10% of the full network (in terms of number of reactions).
But note again that in the binary polymer model there is redundancy in the
reactions in the sense that multiple reactions will have the same product, which
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Fig. 4 Left: The size of a (max)RAF against the size of the full network it is part of. Right:
A histogram of the relative RAF sizes (as a fraction of the full network).

is not the case in product transformation networks resulting from the TAP
model.

For the range of pc values used so far, a RAF usually only shows up in the
final step, when Mt > 1000 is reached. And as Figure 4 shows, they tend to be
very large immediately. To see if it is possible that RAFs might first emerge
as smaller sets and then grow over time, one single run of the TAP model was
done with a larger catalysis probability pc = 0.0100. In this case, a RAF shows
up a few time steps before the end of the run. Figure 5 (left) shows the last 9
steps (t = 188 to t = 196) of this particular run, with the number of goods Mt

represented by the solid line and the maxRAF size represented by the dashed
line.

As the figure shows, at time step t = 190 a RAF shows up and immediately
consists of a large fraction of the full network (M190 = 405, size(RAF) = 337).
In just a few more time steps the RAF then grows to encompass virtually the
entire network, which it does at the final time step (both being of size 1144).

Finally, the importance of individual product transformations is investi-
gated in the RAF that was found in the final step of the single run just
presented (with pc = 0.0100). Previously, a version of the TAP model that also
includes a death rate µ was investigated [13]. In other words, goods can “die”
with a given probability, meaning they cannot be used anymore as a parent to
create new goods. Here, a death rate of µ = 0.0 was used in all experiments.
However, the impact of such “death” events can still be inferred by removing
each individual product transformation from the maxRAF, and then applying
the RAF algorithm again. This will obviously result in a smaller RAF. In some
cases, the reduction may be only by one product transformation (the one just
removed). But in some cases this affects other product transformations in the
RAF as well (as they may now have lost their catalyst, or an input), and the
reduction in RAF size could be much larger. The initially removed product
transformation is then put back into the original RAF, and the next product



TAP-RAF 11

188 190 192 194 196

0
20

0
40

0
60

0
80

0
10

00

t

S
iz

e

Mt

RAF

RAF size reduction

F
re

qu
en

cy

0 200 400 600 800 1000 1200

0
20

0
40

0
60

0
80

0
10

00
Fig. 5 Left: The number of goods Mt (solid line) during the last few steps of a single run,
and the size of the RAF (dashed line) it contains. Right: A histogram of the number of
product transformations by which the maxRAF from the final step (t = 196) decreases upon
removal of each product transformation individually.

transformation is removed and its impact on the size of the remaining RAF is
measured, and so on for all individual product transformations.

Figure 5 (right) shows a histogram of the RAF size reductions (measured
in number of product transformations) caused by these individual removals.
As the histogram shows, the far majority of product transformations have
little impact on the RAF size. However, there are also a few that have a
very large impact, sometimes even reducing the RAF size to almost nothing.
But overall, the RAF seems to be quite robust and resilient against random
removal of product transformations. This property was also observed in the
binary polymer model.

3.3 Irreducible RAFs

As mentioned above, the M0 initial goods (i.e., the food set) were allowed to be
catalysts. This often gives rise to a small number of product transformations
where an initial good is transformed into a new one, also catalyzed by one of
the initial goods. Such a product transformation by itself forms a (sub)RAF of
size one. When searching for the smallest RAF subsets (i.e., irreducible RAFs,
or irrRAFs) in a larger (max)RAF, it is consequently always these irrRAFs of
size one that are found.

To get a better idea of the presence (and sizes) of irrRAFs, one simulation
run was performed where the initial goods were not allowed to be catalysts.
A catalysis probability pc = 0.0044 was used, which still gives a probability of
finding a RAF of close to 0.5 over a large set of runs. For one particular run,
which resulted in a (max)RAF of 1101 product transformations, a random
sample (of size 100) of irrRAFs was obtained.

The distribution of irrRAF sizes from this sample is presented in Figure 6.
These sizes range from about 360 to 470, with an average of 412 (i.e., slightly
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more than one-third of the maxRAF). Although all 100 irrRAFs in the sample
are different, they have an average overlap of close to 80%, meaning that for
any (arbitrary) pair of irrRAFs from the sample, about 80% of their product
transformations are the same.
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Fig. 6 A histogram of irrRAF sizes.

4 Discussion

As we indicated in our introduction, the emergence of RAFs from the TAP
process reconciles evolution with mutualism. Emergent RAFs admit of change
and dynamism as Ulanowicz explains in his analysis of the “centripetality” of
autocatalytic processes [46]. Change and dynamism enter because one element
in a RAF may replace another without change in the other elements. Figure
7 (drawn from [46]) illustrates. Technological change might produce a faster
computer or, say, a more reliable internal combustion engine. This new element
D may enter the into competition with B, the slower computer or less reliable
engine, and replace it. “The elements in an autocatalytic set move in emergent
paths of self-reinforcing interdependence. But this mutualistic self-reproducing
nature of the process can be disrupted by the arrival of a competitive element
that draws energy or resources toward itself and away from the incumbents it
is competing with” [14, p. 113].

RAFs are emergent from a larger dynamic ecosystem. They are themselves,
therefore, subject to change in the way Ulanowicz described. Modeling combi-
natorial evolution with the TAP equation gives a mutualism that is compatible
with and emerges from a dynamic evolutionary system. But the mutualist eco-
nomic vision is fully reflected in the relationships of the autocatalytic web of
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Fig. 7 Centripetality induces competition.

production. Even in a dynamic evolving economy, coal and iron make coal and
iron.

Our analysis suggests that in economy and ecology alike, “competition is
subsidiary to centripetality”, which, in turn, “rests on mutuality” [46, p. 1888].
As Cazzolla Gatti et al. say, if markets are autocatalytic, then “the competitive
element, though important and real, rests on mutuality. In other words, the
’competitive market process’ is first and foremost a cooperative social process”
[14].

The history of technology suggests that mutualism preceded competition.
Our biological ancestors were making tools and cooperating long before they
engaged in market exchange. It is difficult to say when in the long history
of the species something like “market competition” first emerged. We can
probably say that something like “market exchange” exists to at least some
degree when there is trade beyond the small group. When that first began
to happen is disputed. But the earliest it may have happened was between
500,000 years ago and 300,000 years ago [47], which is long after mutualistic
cooperation among toolmaking hominins began. The production relations of
that long earlier period were mutualistic even though life in the small group
was far from idyllic and peaceful. These facts bolster Ulanowicz’s view that
competition “rests on mutuality”.

When composite tools emerged about 500,000 years ago [48], the economic
RAFs of our ancestors began to look like simple versions of the economic
RAFs of today. Composite tools are “conjunctions of at least three techno-
units, involving the assembly of a handle or shaft, a stone insert, and binding
materials” [49, p. 1751]. Figure 8 illustrates with a simplified representation
of how archaic humans made the adhesive for spear making. These adhesives
bound a stone point to a wooden shaft, thus producing a hunting weapon more
deadly than a purely wooden spear. A plant resin would be combined with red
ochre or other “loading agents” and heated [50].

We have included in our RAF an equally simplified representation of how
fire might have been made with the aid of a friction stick that, in turn, would
have been shaped with a sharp flake. Already at this still-early stage of the
human Technosphere, a complete representation of it would be far too complex
to provide here. And even the sliver we have given in Figure 8 is greatly
simplified. When we move from the world of archaic humans such as Homo
heidelbergensis to the modern world created by the Industrial Revolution, the
complexity of the Technosphere rises greatly, as emphasized in [15].



14 TAP-RAF

flake wood kindling sap ochre

stick fire adhesive

Fig. 8 An early economic RAF for making adhesive.

The TAP process and the concept of an economic RAF are helpful in
understanding the evolutionary history of the human Technosphere. They are
helpful in other applications as well as suggested by the results and discussions
in [14, 15]. It is our belief that the TAP equation and the analytics of emer-
gent economic RAFs can be useful tools for the development of evolutionary
economics.

For example, TAP processes are non-ergodic, which suggests that they may
be helpful in developing the idea of lock-in proposed by Arthur and others [24].
Furthermore, in general it cannot be predicted which new products will come
into existence, because any product can, in principle, be used for indefinitely
many functions [39]. However, we cannot deduce one (possible) function of a
product from another (current) function of that same product. TAP implicitly
recognizes this, as it is not explicitly stated what exactly each product is, so
the same product can be used in indefinitely many ways in combination with
others.

Finally, to cite one more example, we believe that our analytics may be
helpful in studying the “twin hockey sticks” noted by Koppl et al. [15]. The
hockey stick of economic growth is a good thing, which has lifted billions
out of grinding poverty. But it has an evil twin, namely, the crisis of the
Anthropocene. Is it possible to keep the good hockey stick without succumbing
to its evil twin? If so how? These questions may be the most urgent of the
question our analytics may help with. But there is, we believe, an indefinite
host of further questions that our TAP analytics might illuminate.

5 Conclusions

In the true spirit of combinatorial innovation, we have combined two different
visions of economic theory, one evolutionary and the other mutualistic. Using
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the TAP and RAF models, we have shown that the two approaches to eco-
nomic theory are compatible, and that autocatalytic (RAF) sets are highly
likely to emerge in product transformation networks that result from a process
of combinatorial innovation (TAP). We believe our approach to economic the-
ory advances our understanding of economic development and adds valuable
analytic methods to the economist’s toolbox.

We have shown that, depending on the probability pc, any good can cat-
alyze any product transformation, a product transformation network needs to
be of a certain minimum size to have a RAF set emerge. But when it does,
such a RAF set likely consists of almost the entire product transformation net-
work. However, smaller autocatalytic subsets (irrRAFs) exist within the larger
RAF, on average about one-third the size of the full network.

Many of the results obtained here are similar to those from earlier studies
on RAF sets in a simple model of polymer chemistry, which is both reassuring
and encouraging. However, there are some subtle differences, mostly resulting
from the difference in the ratio between the number of reactions (product
transformations) and the number of molecules (goods). In the binary polymer
model, this ratio increases linearly with the length of the largest polymers,
whereas in the TAP model this ratio is constant. In other words, in the polymer
model there are many reactions that can create a given molecule, whereas in
the TAP model there is always only one product transformation that creates
a given good.

Of course there are many possible variations of the basic model as presented
and analyzed here. For example, a power law distribution in catalysis could
be used, where most goods do not catalyze anything and a few goods catalyze
many product transformations. Or an economy could be “partitioned” into
specialized sub-markets. For example, one market could specialize on every-
thing to do with forestry, and another market on everything related to IT, but
goods can act as catalysts both within and between markets (e.g., computers
are helpful in any market, and wooden desks are needed for informaticians to
work on). However, results on the binary polymer model have shown that such
variations of the basic model often lead to very similar results, at least qual-
itatively. Moreover, sometimes the quantitative differences can be predicted
mathematically from the basic model [17]. We expect the same to be true for
the TAP model.

The initial results presented here are promising, and warrant further
investigation. The resiliency of productive networks is a good illustrative
candidate. Covid-era supply-chain problems have underlined the importance
of the resiliency of production networks. We have shown that autocatalytic
production networks are generally resilient to random removals of product
transformations, but that the removal of certain linchpin transformations can
induce a significant collapse in RAF size. (This result is reminiscent of [51].)
It seems reasonable to expect that RAF models could be used to help identify
when and how shocks such as Covid-era disruptions will produce relatively
large collapses in production and when and how they will produce relatively
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small disruptions. Presumably, the degrees of redundancy and “degeneracy”
[52] in production networks will be an important factor. RAF models might
be used to produce such measures in terms of the amount of overlap between
different irrRAFs. We hope that the initial results we have presented here will
stimulate further research in such directions.
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